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            Abstract
          
        

        
          This study explores the perceptions of elementary students in South Korea regarding two types of scripts used in reader’s theaters: those derived from textbooks and those generated by ChatGPT. The research involved 27 fourth-grade students from Gyeonggi Province. The scripts consisted of six topics, each with dialogues presented in the textbooks and those created by GPT-3.5 to match the language proficiency of 9-year-old EFL learners. Students performed both script types in reader’s theaters, and evaluations were conducted based on text flow, storyline attractiveness, English level, and practice process. Surveys were conducted twelve times, and results were analyzed using repeated measures of two-way ANOVA. The study revealed some statistical differences in the storyline attractiveness and English level, aligning with various student opinions. The study underscores the potential of integrating Artificial Intelligence (AI), such as ChatGPT, into English teaching while discussing pedagogical implications and emphasizing the need for differentiated approaches based on students’ linguistic abilities. Suggestions for future research involving Chat GPT in elementary English education are provided.
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