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ABSTRACT 
Won, Yongkook and Sunhee Kim. 2025. Investigating the impact of interlocutor 

type on English oral proficiency interviews: A comparative analysis of chatbot 

and human interlocutors. Korean Journal of English Language and Linguistics 25, 

661-685. 

 

Considering the recent emergence of voice chatbots as substitutes for human 

interlocutors in eliciting spoken responses during English oral proficiency interviews, 

this study examines how interlocutor type affects both fluency and holistic scores. Data 

were collected from 32 Korean college students, yielding 128 audio recordings across 

four distinct topics of varying complexity, with each topic administered via both 

chatbot and human interlocutors. Fluency features were analyzed using Praat software, 

while fluency and holistic scores were evaluated via many-facet Rasch measurement 

(MFRM) analyses by two raters. Results from Friedman and Wilcoxon tests indicate 

that both task complexity and interlocutor type influence temporal measures, although 

task complexity exerts a stronger effect on dysfluency measures. MFRM analyses 

further show that chatbot interlocutor difficulty significantly affects fluency but not 

holistic scoring, indicating distinct difficulty levels between interlocutors only in 

fluency scoring. Overall, these findings highlight both the potential and limitations of 

employing chatbot interlocutors in place of human interlocutors in oral proficiency 

interviews. 
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1. Introduction 

 

Recent advancements in human–computer interaction technology have stimulated growing interest in the 

integration of artificial intelligence (AI) chatbots into foreign language education (Coniam 2014, Fryer et al. 2020, 

García Laborda et al. 2024, Huang et al. 2022, Kim et al. 2021, Kohnke et al. 2023, Yang 2022). Among these 

innovations, voice-based chatbots that simulate human conversation have demonstrated notable potential for 

supporting speaking practice and, more recently, for applications in language assessment contexts (Ockey and 

Chukharev-Hudilainen 2021, Timpe-Laughlin et al. 2022). While research has primarily focused on pedagogical 

applications and learner–chatbot interaction dynamics (Han 2020, Kim 2020, Yang et al. 2022), less is known 

about how interlocutor type (chatbot vs. human) may influence formal speaking assessments. 

Prior studies have explored learners’ speech production with general-purpose AI speakers and structured chatbot 

systems (Kim et al. 2019, Sung 2019, Yang et al. 2022), showing that AI interlocutors can elicit meaningful spoken 

output. Recent findings suggest that AI chatbot–based assessments may offer score outcomes comparable to 

human evaluations (Abida et al. 2023, Liu et al. 2025), emphasizing their potential for speaking evaluation. 

Nevertheless, significant challenges persist, particularly concerning the limited scoring accuracy of current AI 

systems and the threat to authenticity—defined as how the interlocutor’s nature might alter examinee behavior 

and, consequently, the construct being assessed (Ross and Berwick 1992, Wu et al. 2025, Zhang et al. 2020). If 

examinees respond differently when interacting with a chatbot compared to a human, the validity of score 

interpretations may be compromised. 

In speaking assessment research, interlocutor characteristics have long been recognized as a major source of 

construct-irrelevant variance (Chichon 2019, Fulcher 2003, McNamara 1996, Ockey and Li 2015). Early studies 

demonstrated that variability in interlocutor behavior could affect performance independently of test-takers’ 

language ability. More recently, Ockey and Chukharev-Hudilainen (2021) and Ockey et al. (2023) developed a 

voice-based chatbot designed to assess interactional competence during paired speaking tasks. Their studies 

demonstrated that chatbots can provide standardized, ratable opportunities to observe interactional features. 

However, although they compared human- and chatbot-mediated interactions, their research primarily focused on 

interactional competence. They did not specifically focus on how interlocutor type might influence fluency 

measures or rater perceptions of fluency. 

Fluency, especially as operationalized through temporal measures (e.g., speech rate, mean length of run) and 

dysfluency markers (e.g., filled pauses, hesitations), is closely tied to cognitive load and processing demands 

(Kormos and Dénes 2004, Lennon 1990). These cognitive demands may differ between AI-mediated and human-

mediated interactions, yet few studies have directly compared the two modalities from a fluency-focused 

perspective. Given the growing educational applications of AI chatbots and the importance of fluency as a 

dimension of speaking performance (Hill et al. 2015, Wu et al. 2025), this gap warrants empirical attention. 

To address this gap, the present study investigates how a standardized voice chatbot, built using Google 

Dialogflow, compares to a human interlocutor in eliciting fluency-related speech features and influencing rater 

evaluations during oral proficiency interviews. By combining automated fluency metrics with rater-based 

assessments, this study offers an integrated perspective on how chatbot-mediated interviews affect both speech 

production and its evaluation—an approach that remains underdeveloped in prior research (Jeon and Lee 2024, 

Wang et al. 2024). 

Accordingly, this study addresses the following research questions (RQs): 

 

1) How does interlocutor type (voice chatbot vs. human) affect fluency measures for Korean college 



Yongkook Won & Sunhee Kim   Investigating the Impact of Interlocutor Type on English Oral 

Proficiency Interviews: A Comparative Analysis of Chatbot and Human Interlocutors 

© 2025 KASELL All rights reserved   663 

students during an oral proficiency interview? 

2) How do raters evaluate an examinee’s fluency and overall performance differently depending on 

whether the interlocutor is a voice chatbot or a human? 

 

In doing so, this study contributes to the evolving field of AI-mediated speaking assessment by identifying 

conditions under which chatbot-led interviews might serve as valid substitutes for human-led interactions, 

particularly in fluency-focused evaluation contexts. It further provides empirical insights for test developers, 

policymakers, and educators aiming to balance assessment reliability, accessibility, and authenticity. 

 

 

2. Literature Review 

 

2.1 Interlocutors in the Oral Proficiency Interview 

 

In an oral proficiency interview, an interlocutor is defined as a person “who talks with the candidates, and an 

assessor, who marks them” (British Council 2023). Interlocutors initiate and sustain interaction with test-takers, 

guiding conversations and eliciting language in a semi-structured format. According to the oral communication 

assessment model proposed by Ockey and Li (2015), scores in performance-based oral communication 

assessments are based on raters’ evaluations of candidates’ oral proficiency against predefined rating criteria. 

These assessments are influenced not only by examinees’ language abilities but also by contextual variables such 

as task design, technological mediation, and interlocutor characteristics (McNamara 1996, Van Moere 2013). 

Given the numerous factors involved, it is plausible that variance unrelated to the intended construct may 

inadvertently be introduced. This construct-irrelevant variance can stem from any component of the assessment 

model, including rating criteria, task types, interlocutor attributes, technological environments, or their interactions 

(Ockey and Li 2015). 

Within this framework, human variables—specifically the roles of raters and interlocutors—are important 

contributors to construct-irrelevant variance, yet their exact impact remains complex and sometimes elusive. 

Achieving consistency in evaluating examinee performance, regardless of who conducts or scores the interview, 

is critical for test validity (Brown 2012). However, substantial evidence documents that interlocutors can introduce 

construct-irrelevant score variance (Brown 2003, McNamara and Lumley 1997). Studies have found that 

interlocutor characteristics such as language proficiency (Davis 2009), ethnicity (Hou 2006), competence levels 

(Morton et al. 1997), interpersonal supportiveness (Chartrand and Bargh 1999, Clark 2002, Wilson and Wilson 

2005), and specific areas of concern (May 2011) significantly affect test-taker performance. Notably, examinees 

tend to perform better when supported by empathetic interlocutors (McNamara and Lumley 1997, Morton et al. 

1997), whereas in cases involving less supportive interlocutors, raters have sometimes adjusted scores upward to 

compensate (Lazaraton 1996). These findings underscore the intricate relationship between interlocutor behavior 

and assessment outcomes. 

Given these challenges, researchers have increasingly explored whether standardized, technology-mediated 

interlocutors, particularly voice-based AI chatbots, could provide more consistent assessment conditions (Ockey 

and Chukharev-Hudilainen 2021, Yang et al. 2022). Ensuring consistency and minimizing construct-irrelevant 

variance introduced by interlocutors remains critical for the validity of speaking assessments. As AI chatbots are 

introduced as potential standardized interlocutors, it becomes essential to examine how they affect not only 

interactional competence but also fluency patterns and rater perceptions of test-taker speech. 
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2.2 Use of Chatbots in the Oral Proficiency Interview 

 

Chatbots, originally referred to as “ChatterBot” (Mauldin 1994), are conversational agents that perform specific 

tasks by engaging in communication with humans via voice or text (Adamopoulou and Moussiades 2020). In the 

field of language education, chatbots have been increasingly integrated into both instructional and assessment 

contexts, particularly within computer-assisted language learning (CALL) frameworks. A growing body of 

research highlights their effectiveness in supporting second language (L2) oral skill development. Systematic 

reviews have consistently identified benefits such as enhanced learner motivation, reduced speaking anxiety, 

improved vocabulary and grammar acquisition, and overall gains in speaking ability (Ayedoun et al. 2015, Fryer 

and Carpenter 2006, Hsu et al. 2023, Tai and Chen 2022). Wollny et al. (2021) synthesized evidence showing that 

learners generally perceived chatbot-mediated interactions positively and experienced linguistic improvements 

across multiple domains. Similarly, Jeon and Lee (2024) found that speech-recognition chatbots fostered greater 

L2 exposure, self-regulated learning behaviors, and improved speaking confidence. 

Despite these promising outcomes, research has also highlighted notable limitations. Challenges such as 

imperfect speech recognition for non-native speakers, diminished conversational spontaneity, and the reduced 

ability of chatbots to replicate the dynamic responsiveness of human interlocutors have been emphasized (Jeon 

and Lee 2024, Wollny et al. 2021). These limitations raise important concerns about the authenticity and validity 

of chatbot-mediated interactions, particularly in formal assessment settings (García Laborda et al. 2024, Huang et 

al. 2022). 

Voice-based chatbots, which enable spoken exchanges, are particularly relevant for oral proficiency testing. Tai 

and Chen (2022) demonstrated that adolescent EFL learners interacting with AI assistants like Google Assistant 

produced more fluent and authentic speech and exhibited heightened engagement. Similarly, classroom-based 

studies by Kim et al. (2019) and Yang et al. (2022) reported that chatbot interactions encouraged longer speech 

turns and greater lexical diversity. In assessment-specific contexts, Ockey and Chukharev-Hudilainen (2021) 

developed the Interactional Competence Elicitor (ICE) to compare learners’ paired discussions with either a human 

interlocutor or a chatbot. Their findings indicated that although chatbot partners could elicit coherent and ratable 

speech samples, learners generally received lower scores for interactional competence when interacting with 

chatbots, likely due to the scripted and less adaptive nature of AI responses. A subsequent study by Ockey et al. 

(2023) reinforced this observation, emphasizing the inherent trade-off between achieving standardization and 

preserving interactional authenticity in AI-mediated interviews. 

Complementary studies further illustrate the pedagogical potential of conversational agents. Fryer and Carpenter 

(2006) found that chatbots promoted autonomous language practice through informal dialogues, while Ayedoun 

et al. (2015) showed that semantically driven chatbot interactions helped EFL learners simulate real-world 

conversations, reduce anxiety, and build communicative confidence. Xu et al. (2021) observed that although 

children interacting with conversational agents produced clearer responses, human interlocutors elicited more 

linguistically rich and varied output, suggesting that task type and learner characteristics may moderate chatbot 

effectiveness. Nonetheless, some research points to drawbacks: Fryer et al. (2017) reported declining engagement 

among university students when chatbots, rather than human partners, were used for language learning. Such 

mixed findings underscore the complex trade-offs involved in integrating chatbots into both educational and 

assessment settings. 

Despite these advances, relatively few studies have rigorously investigated linguistic fluency in chatbot-

mediated interviews or examined how rater perceptions vary depending on interlocutor type. While existing 

research demonstrates that chatbots can support language practice and elicit ratable samples (Abida et al. 2023, 
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Wu et al. 2025), important questions remain about how chatbot interaction influences critical fluency dimensions 

such as speech rate, pausing, and hesitation phenomena—features known to be highly sensitive to cognitive and 

affective conditions (Kormos and Dénes 2004, Lennon 1990). As voice-based AI technology becomes increasingly 

accessible and scalable, a deeper understanding of its effects on speech production and assessment validity is 

essential for the responsible integration of AI systems into high-stakes language testing. 

 

2.3 Fluency Measures in Speaking 

 

Fluency is a multidimensional construct that plays a central role in oral language proficiency. Fillmore (1979) 

approached the notion of fluency by defining it in terms of the quality of oral production and emphasized that 

fluency exists on a spectrum among native speakers—from temporal fluency (as exhibited by disc jockeys) to 

coherent discourse (as seen in scholars), socio-pragmatic aptitude (as demonstrated by broadcast journalists), and 

linguistic creativity (reflecting wit and imagination). In the context of L2 fluency, fluency is typically defined from 

the listener’s perspective. Scholars working from this viewpoint have investigated the specific linguistic features 

of speech that correlate with the impression of fluency. Lennon (1990, 2000) distinguished between lower-order, 

or temporal, fluency and higher-order fluency; the latter involves the rapid, smooth, accurate, lucid, and efficient 

expression of thoughts in language. He also emphasized that fluency can vary among speakers depending on 

factors such as topic, speech context, interlocutor, mental state, and other variables. Moreover, conversational 

fluency encompasses not only verbal but also nonverbal communication (Bavelas et al. 2000). 

In this study, fluency is operationalized through temporal and dysfluency measures that capture various aspects 

of speech production. Temporal features include speech rate (syllables per second), mean length of utterance 

(syllables per pause), phonation-time ratio, and articulation rate (syllables during phonation). These indicators 

provide insight into the flow and density of speech and are sensitive to both cognitive load and interactional 

conditions (de Jong et al. 2021, Kormos and Dénes 2004). Dysfluency features, such as repairs per AS-unit, filled 

pauses, and preparation time, reflect breakdowns in planning and delivery. They serve as important diagnostic 

markers of a speaker’s real-time processing efficiency, especially under different task or interlocutor constraints. 

The analytic framework adopted in this study draws on well-established fluency models (Kormos and Dénes 2004, 

Towell et al. 1996) and is designed to detect subtle differences in how examinees respond to chatbot versus human 

interlocutors. 

By combining automated fluency measurements with rater-based scoring, this study contributes to a more 

nuanced understanding of how AI-mediated interactions shape observable speech features and their evaluation in 

formal oral proficiency assessments. 

 

 

3. Method 

 

3.1 Participants 

 

A total of 128 audio recordings were collected from an online oral proficiency interview, with 32 Korean 

university students each responding to four different prompts (see Table 1 for details). Participants were recruited 

from two large universities in South Korea through course announcements, email invitations, and voluntary sign-

up forms. All participants were enrolled in English-related or linguistics courses at the time of the study and 

provided informed consent prior to participation. 
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Table 1. Interview Prompts for the Study 

Interlocutor Topic Style Task Complexity 

Chatbot 
Q1-1. Sport  Descriptive Low 

Q1-2. Parenting  Hypothetical High 

Human 
Q2-1. Gift  Descriptive Low 

Q2-2. Immigration  Hypothetical High 

Note. See Appendix A for the complete set of interview prompts. 

 

To ensure a consistent and interpretable performance range, participants were required to have a TOEIC score 

between 600 and 900, which corresponds to B1 to C1 proficiency levels on the Common European Framework of 

Reference for Languages (CEFR). This range was selected to include learners with sufficient spoken English 

ability to engage meaningfully in both human- and chatbot-mediated interviews, while still representing a broad 

spectrum of intermediate to advanced proficiency. 

The sample size of 32 participants was deemed sufficient for the many-facet Rasch measurement (MFRM) 

analysis employed in this study. According to Linacre (1994), MFRM can produce stable and reliable estimates 

with participant samples as small as 30 when the design is fully crossed and raters evaluate all examinees across 

all conditions, as was the case in this study. Moreover, each participant completed four speaking tasks, resulting 

in 128 individual speaking samples, which provided adequate data density for evaluating interlocutor and rater 

effects in the MFRM model. 

 

3.2 Oral Proficiency Interview 

 

The oral proficiency interview in this study was designed to examine how interlocutor type affects learners’ 

fluency and performance evaluation. Each participant completed two distinct interview segments: one 

administered by a human interlocutor and the other by a voice-based chatbot. Each segment featured two questions, 

yielding in a total of four tasks per participant. 

While the primary focus of this study was to investigate the impact of interlocutor type (chatbot vs. human) on 

L2 learners’ fluency and performance evaluation, task complexity was also included as a complementary factor to 

explore potential interaction effects. Task complexity was systematically manipulated following Robinson’s (2001, 

2011) Cognition Hypothesis and triadic componential framework, which classifies tasks based on cognitive 

demands, such as abstraction, reasoning, and hypothetical thinking. In this framework, tasks involving simple, 

personal descriptions (e.g., recounting past experiences) are categorized as low complexity, whereas those 

requiring the expression of hypothetical scenarios using conditional structures are considered high complexity due 

to their increased linguistic and cognitive demands. Including both task types enabled us to investigate whether 

the relationship between interlocutor type and fluency features remained consistent across varying levels of 

cognitive load, thereby providing a more nuanced understanding of how these two variables interact in shaping 

learners’ spoken performance. 

Interview topics were selected by two applied linguistics experts with extensive experience in language 

assessment and task design. Their selection goal was to ensure alignment with theoretical constructs of task 

complexity and the linguistic proficiency range of the target population. Questions Q1-1 (Sport) and Q2-1 (Gift), 

as described in Table 1, were designed to elicit descriptive, personal narratives and were categorized as low-

complexity tasks. In contrast, Q1-2 (Parenting) and Q2-2 (Immigration) required participants to engage in 

hypothetical reasoning and use conditional structures, thereby meeting the criteria for high-complexity 

classification. The two tasks within each complexity level were assumed to be of comparable difficulty, based on 
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topic familiarity among Korean university students and consistency with CEFR B1–C1 speaking descriptors (e.g., 

B1: “Can give a prepared straightforward presentation on a familiar topic”, and C1: “Can give a clear, well-

structured presentation on a complex subject, expanding and supporting points of view at some length with 

subsidiary points, reasons and relevant examples”) (Council of Europe 2020). A counterbalanced task design was 

employed so that each participant completed one low-complexity and one high-complexity task with both a chatbot 

and a human interlocutor, thereby minimizing potential order and content biases. 

The chatbot interlocutor used in this study was developed using Google Dialogflow, a widely adopted natural 

language understanding platform. It was scripted to follow a fixed set of prompts and follow-up questions to 

maintain consistency across all participants. The chatbot employed a non-adaptive, rule-based structure to 

minimize variation in interlocutor behavior. Audio prompts were generated using NaturalReader (NaturalSoft Ltd. 

2023), a text-to-speech engine that delivers clear, neutral speech. The chatbot interface was deployed via a web-

based application and accessed through the online platform Zoom. A screenshot of a sample exchange between 

the chatbot and a participant is provided in Figure 1. 

 

  

 
 

Low Complexity Topic “Sport” High Complexity Topic “Parenting” 

 

Figure 1. Sample Interaction Between the Chatbot and a Participant 

 

Each response was limited to two minutes, following established practices in oral assessment research that 

balance opportunities for elaboration with the need to maintain participant focus and minimize fatigue (Cotos 2014, 

Isbell and Winke 2019, Language Testing International 2018). This duration allows examinees to develop their 

ideas while keeping the sample concise and manageable for both participants and raters. If a participant’s response 

was notably shorter than two minutes, both chatbot and human interlocutors provided follow-up prompts to elicit 

further elaboration—a strategy recommended in oral proficiency assessment guidelines to ensure sufficiently 

robust speech samples for analysis. Each session began with a one-minute warm-up conversation between the 

interlocutor and the examinee; this warm-up was not evaluated as part of the assessment. 

 

3.3 Raters and Scoring Procedures 

 

Two native English-speaking raters, both doctoral candidates in applied linguistics at a U.S. university, 

evaluated the speech samples. Each had formal training as an interlocutor and rater for Oral Proficiency Interviews 
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(OPIs), as well as over three years of experience teaching English as a Second Language (ESL) at the tertiary level 

in the United States. This combination of teaching and assessment expertise provided a strong foundation for 

evaluating L2 speech performance. 

Examinees’ responses were assessed solely from audio recordings using holistic and fluency criteria adapted 

from Cotos’ (2014) rubric, originally developed to evaluate organization, fluency, lexico-grammar, and 

pronunciation. Both raters used a 13-point scale divided into four proficiency levels (see Appendix B). To ensure 

rating consistency, the audio clips were presented in a randomized order, and the sequence in which each rater 

evaluated the clips was also randomized to mitigate potential order effects. Prior to the main session, the raters 

completed a training phase using ten sample recordings to calibrate their use of the rating scales. 

 

3.4 Fluency Measures 

 

To analyze fluency features, each examinee’s spoken responses were first transcribed using the Python 

SpeechRecognition library (Zhang 2017), then reviewed and corrected by trained human transcribers. Separate 

audio clips were created that included only the examinee’s speech, excluding all interlocutor audio, to ensure clean 

data for acoustic analysis. As illustrated in Figure 2, each clip was cropped from the end of the examinee’s response 

to the start of the next prompt or follow-up question. The cleaned audio files were then analyzed using a Praat 

script (de Jong et al. 2021) to extract core fluency features. 

 

 

Figure 2. Editing to Extract Only the Examinees’ Utterance 

 

Table 2. Summary of Fluency Measures and Operational Definitions 

Category Fluency Measure Operational Definition 

Temporal 

Measures 

Speech Rate Syllables per second including pauses 

Articulation Rate Syllables per second excluding pauses  

Phonation-Time Ratio Proportion of speaking time to total duration 

Mean Length of Utterance  Average syllables between pauses ≥ 0.25 seconds  

Dysfluency 

Markers 

Repairs per AS-unit Repetitions or reformulations divided by number of AS-units 

Filled Pauses per AS-unit Number of “uh”, “um”, etc., per AS-unit 

Warm-up Preparation Time  Time from end of prompt to first filled pause (in seconds) 

Total Preparation Time Time from end of prompt to first content-bearing response (in seconds) 

Note. See Appendix C for a detailed summary of each fluency measure and its operational definition. 
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The fluency measures presented in Table 2 were selected to capture both temporal fluency (i.e., the speed and 

continuity of speech) and dysfluency features (i.e., breakdowns in speech production), which are widely 

recognized as core components of second language speaking ability (Kormos and Dénes 2004, Lennon 1990, 

Towell et al. 1996). These measures are commonly used in fluency research due to their relevance to listener 

judgments and their sensitivity to both individual and task-related variation (de Jong et al. 2021, Riggenbach 1991). 

Temporal measures—such as speech rate, articulation rate, phonation-time ratio, and mean length of utterance—

provide insight into the rhythm, pacing, and density of spoken language. They reflect a speaker’s ability to maintain 

a steady flow of speech under cognitive pressure (Jacewicz et al. 2009, Lennon 2000). In contrast, dysfluency 

markers—such as filled pauses, self-repairs, and preparation times—serve as indicators of planning difficulty and 

hesitation. These are particularly useful for assessing how fluency varies across interlocutor types and task 

complexities (Foster et al. 2000, Lambert et al. 2017). Preparation time was further divided into two components: 

warm-up preparation time (the interval before the first filled pause) and total preparation time (the interval before 

the first content-bearing response). Preparation time measures are illustrated in Figure 3. These metrics are 

commonly used in second language assessment research and were selected to support both automated and rater-

based comparisons in the analysis of chatbot- versus human-mediated oral interviews. 

 

 

Figure 3. Warm-up Preparation Time and Total Preparation Time Measurements 

 

3.5 Data Analysis 

 

To investigate the effect of interlocutor type (chatbot vs. human) on examinees’ fluency-related linguistic 

features (RQ1), Friedman tests were employed as omnibus non-parametric tests, followed by Wilcoxon signed-

rank tests for post hoc pairwise comparisons. Non-parametric methods were selected not only because the fluency 

data violated normality assumptions, but also due to the specific distributional characteristics of the variables. For 

instance, speech rate and articulation rate are ratio-level measures bounded at zero and often positively skewed, 

while phonation-time ratio is a proportional variable constrained between 0 and 1, which introduces boundary 

effects that challenge parametric assumptions. Additionally, filled pauses per AS-unit and repairs per AS-unit are 

discrete, count-based indicators of dysfluency that are typically low in frequency and non-normally distributed. 

These characteristics make non-parametric methods more appropriate, as they do not require assumptions of 

normality, continuity, or homogeneity of variance. Given that the test involved four different topics, the 

significance level for the Wilcoxon signed-rank tests was adjusted using a Bonferroni correction (α = .05 / 6 = .008) 

(Field 2009). To examine the effect of interlocutor type on examinees’ fluency and holistic scores (RQ2), a rating 

scale model of MFRM was employed to compute fair scores. MFRM is an extension of the Rasch model that 

calibrates multiple facets—factors that influence assessment outcomes (Eckes 2015). By including raters, 

interview topics, and interlocutor type as facets, the difficulty levels of the chatbot and human interlocutor could 

be compared for both fluency and holistic scoring, while controlling for rater and topic effects. For both fluency 
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and holistic scores, a fully crossed (complete) MFRM design was used, in which each rater evaluated all examinees 

on all topics. This design was chosen to maximize parameter estimation accuracy and avoid missing data in the 

MFRM model (Eckes 2015). Fair average scores were estimated using FACETS version 3.80 (Linacre 2014). 

 
 

4. Results 
 

4.1 Impact of Interlocutor Type on Fluency Measures 
 

This section examines how interlocutor type (chatbot vs. human) and task complexity (low vs. high) influenced 

fluency measures. The primary focus of the study was to investigate the effect of interlocutor type on fluency-

related linguistic features in L2 speaking performance. In addition, task complexity was incorporated to determine 

whether the observed effects of interlocutor type remained consistent across varying cognitive demands or were 

moderated by task difficulty. The results revealed that interlocutor type significantly influenced certain aspects of 

speech initiation, particularly warm-up preparation time, while task complexity exerted a broader effect on both 

temporal fluency measures and dysfluency markers. Overall, these findings suggest that interlocutor type affected 

how quickly participants initiated speech, whereas the complexity of the speaking task had a greater influence on 

the fluency patterns sustained throughout the response. 

 

4.1.1 Descriptive statistics 

 

Table 3 presents descriptive statistics for fluency-related linguistic measures, organized by interlocutor type and 

task complexity. Among temporal measures, speech rate ranged from 0.49 to 2.93 syllables per second, with 

median values ranging from 1.32 (high-complexity parenting task) to 1.77 (low-complexity gift task). Mean length 

of utterance varied from 2.42 to 10.00 syllables, while the phonation-time ratio ranged from 0.45 to 0.57. 

Articulation rate spanned from 2.51 to 4.24 syllables per second across tasks. For dysfluency markers, repairs per 

AS-unit ranged from 0.00 to 4.00, and filled pauses per AS-unit ranged from 0.14 to 3.15. Warm-up preparation 

time varied from 0.52 to 30.55 seconds, and total preparation time ranged from 0.71 to 30.55 seconds. 

 

Table 3. Descriptive Statistics of Fluency Measures across Topics (N = 32) 

Fluency Measures Interlocutor Topic Min Max Mdn IQR 

Temporal 

Measures 

Speech Rate 

Chatbot 
Q1-1. Sport  0.49 2.43 1.62 0.57 

Q1-2. Parenting  0.58 2.04 1.32 0.57 

Human 
Q2-1. Gift 0.91 2.93 1.77 0.67 

Q2-2. Immigration  0.56 2.68 1.58 1.06 

Mean Length of 

Utterance 

Chatbot 
Q1-1. Sport  2.42 10.00 4.23 1.99 

Q1-2. Parenting  2.48 5.63 4.08 1.53 

Human 
Q2-1. Gift 2.42 8.70 4.25 1.53 

Q2-2. Immigration  2.52 8.29 4.17 2.37 

Phonation-Time Ratio 

Chatbot 
Q1-1. Sport  0.16 0.71 0.51 0.17 

Q1-2. Parenting  0.19 0.65 0.45 0.16 

Human 
Q2-1. Gift 0.26 0.79 0.57 0.17 

Q2-2. Immigration  0.16 0.74 0.49 0.26 

Articulation Rate 

Chatbot 
Q1-1. Sport  2.64 3.86 3.21 0.52 

Q1-2. Parenting  2.51 2.92 3.19 0.51 

Human 
Q2-1. Gift 2.58 3.89 3.23 0.40 

Q2-2. Immigration  2.53 4.24 3.30 0.61 
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Dysfluency 

Markers 

Repairs per AS-unit 

Chatbot 
Q1-1. Sport  0.00 0.93 0.26 0.31 

Q1-2. Parenting  0.00 1.67 0.59 0.73 

Human 
Q2-1. Gift 0.00 1.71 0.29 0.33 

Q2-2. Immigration  0.18 4.00 0.54 0.47 

Filled Pauses per AS-

unit  

Chatbot 
Q1-1. Sport  0.19 1.57 0.64 0.51 

Q1-2. Parenting  0.44 2.18 1.06 0.58 

Human 
Q2-1. Gift 0.14 1.53 0.86 0.59 

Q2-2. Immigration  0.35 3.15 1.11 0.52 

Warm-up Preparation 

Time (seconds) 

Chatbot 
Q1-1. Sport  0.90 12.89 2.93 2.33 

Q1-2. Parenting  1.10 30.55 5.96 6.93 

Human 
Q2-1. Gift 0.52 7.63 1.42 0.82 

Q2-2. Immigration  0.57 29.77 1.61 0.85 

Total Preparation 

Time (seconds) 

Chatbot 
Q1-1. Sport  1.12 12.89 5.18 3.27 

Q1-2. Parenting  2.82 30.55 7.30 10.92 

Human 
Q2-1. Gift 0.71 7.63 2.13 2.48 

Q2-2. Immigration  1.01 29.77 4.49 6.36 

Note. Min: Minimum, Max: Maximum, Mdn: Median, IQR: Interquartile ranges 

 

4.1.2 Statistical analysis of temporal fluency measures 

 

To identify statistically significant differences, Friedman tests were conducted for each temporal measure across 

the four tasks. The results revealed significant omnibus effects for speech rate, phonation-time ratio, and 

articulation rate. Subsequently, pairwise Wilcoxon signed-rank tests with Bonferroni correction (α = .05 / 6 = .008) 

were performed to account for multiple comparisons (Field 2009). The results of these pairwise comparisons are 

summarized in Table 4. 

 

Table 4. Wilcoxon Signed-rank Tests for Speech Rate, Phonation-Time Ratio, and Articulation Rate  

Temporal 

Measures 
Topic Z a p b r c 

Speech Rate Q1-1. Sport vs. Q1-2. Parenting –3.17 .002* –0.56 

Q1-1. Sport vs. Q2-1. Gift –3.19 .100 –0.56 

Q1-1. Sport vs. Q2-2. Immigration –0.42 .674 –0.07 

Q2-1. Gift vs. Q1-2. Parenting –4.94 < .001* –0.87 

Q2-1. Gift vs. Q2-2. Immigration –3.59 < .001* –0.64 

Q1-2. Parenting vs. Q2-2. Immigration –3.79 < .001* –0.70 

Phonation-Time 

Ratio 

Q1-1. Sport vs. Q1-2. Parenting –2.99 .003* –0.53 

Q1-1. Sport vs. Q2-1. Gift –3.35 .001* –0.59 

Q1-1. Sport vs. Q2-2. Immigration –0.13 .896 –0.02 

Q2-1. Gift vs. Q1-2. Parenting –4.94 < .001* –0.87 

Q2-1. Gift vs. Q2-2. Immigration –4.62 < .001* –0.82 

Q1-2. Parenting vs. Q2-2. Immigration –3.48 .001* –0.62 

Articulation Rate Q1-1. Sport vs. Q1-2. Parenting –0.51 .610 –0.09 

Q1-1. Sport vs. Q2-1. Gift –0.74 .460 –0.13 

Q1-1. Sport vs. Q2-2. Immigration –1.98 .047 –0.35 

Q2-1. Gift vs. Q1-2. Parenting –1.39 .164 –0.25 

Q2-1. Gift vs. Q2-2. Immigration –1.54 .124 –0.27 

Q1-2. Parenting vs. Q2-2. Immigration –2.70 .007* –0.48 

Note. a Wilcoxon signed-rank test; b Asympt. Sig (2-tailed): * p < .008; c Effect size: r = .10 is a small effect; r = .30 is a medium 

effect; and r = .50 is a large effect (Cohen 1992). 
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Pairwise comparisons for speech rate revealed significant differences between the low-complexity Sport task 

with a chatbot (Q1-1) and the high-complexity Parenting task with a chatbot (Q1-2); between the low-complexity 

Gift task with a human (Q2-1) and both the high-complexity Parenting task with a chatbot (Q1-2) and the 

Immigration task with a human (Q2-2); and between the two high-complexity tasks (Q1-1 and Q2-1). Notably, 

speech rate for the low-complexity tasks (Q1-1 and Q2-1) did not differ significantly by interlocutor type. However, 

the high-complexity Parenting task (Q1-2) showed significantly different speech rates compared to all other tasks, 

suggesting that task complexity, interlocutor type, or their interaction influenced this measure. For phonation-time 

ratio, significant differences were found between the low-complexity Sport task with a chatbot (Q1-1) and both 

high-complexity tasks (Q1-2 and Q2-2), and the low-complexity Gift task with a human (Q2-1) and both high-

complexity tasks (Q1-2 and Q2-2). While the phonation-time ratio for the low-complexity Sport task with a chatbot 

(Q1-1) did not significantly differ from the high-complexity Immigration task with a human (Q2-2), it did differ 

from the other tasks. These results indicate that changes in phonation-time ratio cannot be solely attributed to 

interlocutor type. Articulation rate showed a significant difference only between the two high-complexity tasks: 

Parenting with a chatbot (Q1-2) and Immigration with a human (Q2-2). The articulation rate between the low-

complexity Sport task with a chatbot (Q1-1) and the high-complexity Immigration task with a human (Q2-2) was 

not statistically significant after Bonferroni correction. Therefore, it is difficult to conclude that interlocutor type 

primarily influences articulation rate. 

 

4.1.3 Statistical analysis of disfluency measures 

 

The Friedman tests were conducted for all dysfluency measures, revealing significant differences across tasks 

for repairs per AS-unit, filled pauses per AS-unit, warm-up preparation time, and total preparation time. To further 

investigate these differences, post hoc Wilcoxon signed-rank tests were performed. The results of these 

comparisons are presented in Table 5. 

 

Table 5. Wilcoxon Signed-rank Tests of Dysfluency Measures 

Dysfluency Measures Topic Z a p b r c 

Repairs per AS-unit  Q1-1. Sport vs. Q1-2. Parenting –3.38 .001* -0.60 

Q1-1. Sport vs. Q2-1. Gift –1.15 .249 –0.20 

Q1-1. Sport vs. Q2-2. Immigration –4.04 < .001* –0.71 

Q2-1. Gift vs. Q1-2. Parenting –2.46 .014 –0.44 

Q2-1. Gift vs. Q2-2. Immigration –3.26 .001* –0.58 

Q1-2. Parenting vs. Q2-2. Immigration –0.89 .374 –0.16 

Filled Pauses per AS-unit Q1-1. Sport vs. Q1-2. Parenting –4.34 < .001* –0.77 

Q1-1. Sport vs. Q2-1. Gift –1.87 .061 –0.33 

Q1-1. Sport vs. Q2-2. Immigration –4.28 < .001* –0.76 

Q2-1. Gift vs. Q1-2. Parenting –3.48 .001* –0.62 

Q2-1. Gift vs. Q2-2. Immigration –3.76 < .001* –0.66 

Q1-2. Parenting vs. Q2-2. Immigration –0.60 .550 –0.11 

Warm-up Preparation Time  Q1-1. Sport vs. Q1-2. Parenting –4.75 < .001* –0.84 

Q1-1. Sport vs. Q2-1. Gift –4.47 < .001* –0.79 

Q1-1. Sport vs. Q2-2. Immigration –3.59 < .001* –0.64 

Q2-1. Gift vs. Q1-2. Parenting –4.92 < .001* –0.87 

Q2-1. Gift vs. Q2-2. Immigration –1.52 .130 –0.27 

Q1-2. Parenting vs. Q2-2. Immigration –4.94 < .001* –0.87 
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Total Preparation Time  Q1-1. Sport vs. Q1-2. Parenting –4.32 < .001* –0.76 

Q1-1. Sport vs. Q2-1. Gift –4.32 < .001* –0.76 

Q1-1. Sport vs. Q2-2. Immigration –0.26 0.793 –0.05 

Q2-1. Gift vs. Q1-2. Parenting –4.94 < .001* –0.87 

Q2-1. Gift vs. Q2-2. Immigration –4.13 < .001* –0.73 

Q1-2. Parenting vs. Q2-2. Immigration –3.40 .001* –0.60 

Note. a Wilcoxon signed-rank test; b Asympt. Sig (2-tailed): * p < .008; c Effect size: r = .10 is a small effect; r = .30 is a medium 

effect; and r = .50 is a large effect (Cohen 1992). 

 

Pairwise comparisons for repairs per AS-unit revealed significant differences between the low-complexity tasks 

(Sport with a chatbot [Q1-1] and Gift with a human [Q2-1]) and the high-complexity tasks (Parenting with a 

chatbot [Q1-2] and Immigration with a human [Q2-2]). Specifically, repair frequency was significantly lower in 

the low-complexity tasks, suggesting that task complexity, rather than interlocutor type, was the primary factor 

influencing this dysfluency marker. Similarly, filled pauses per AS-unit were significantly more frequent in the 

high-complexity tasks than the low-complexity ones, again indicating a stronger influence of task complexity over 

interlocutor type. However, warm-up preparation time displayed a different pattern. Participants spent significantly 

less time preparing to speak when interacting with a human interlocutor (Gift [Q2-1] and Immigration [Q2-2]) 

compared to a chatbot (Sport [Q1-1] and Parenting [Q1-2]), suggesting that interlocutor type had a meaningful 

impact on the initial planning phase of speech production. Total preparation time also differed significantly across 

most task pairs. The high-complexity Parenting task with a chatbot (Q1-2) required significantly more preparation 

time than both the low-complexity Sport task with a chatbot (Q1-1) and the low-complexity Gift task with a human 

(Q2-1). Similarly, the high-complexity Immigration task with a human interlocutor (Q2-2) required more 

preparation time than the Gift task, again pointing to task complexity as the main determinant of overall preparation 

demands. 

In summary, the analysis of temporal measures revealed that speech rate, phonation-time ratio, and articulation 

rate were influenced by task complexity and, to some extent, interlocutor type. Speech rate was generally slower 

for high-complexity tasks, regardless of interlocutor. Phonation-time ratio exhibited a more complex interaction 

between task and interlocutor variables. Articulation rate was primarily affected by the topic of the high-

complexity tasks. Regarding dysfluency measures, repairs per AS-unit and filled pauses per AS-unit were more 

strongly associated with task complexity, with higher rates observed in more cognitively demanding tasks. In 

contrast, warm-up preparation time was significantly shorter with human interlocutors, indicating that interlocutor 

type influenced the initiation of speech. Total preparation time was mainly driven by the cognitive load of the task. 

Overall, these findings highlight the distinct—yet occasionally interacting—roles of interlocutor type and task 

complexity in shaping different dimensions of L2 speaking fluency. 

 

4.2 Impact of Interlocutor Type on Fluency and Holistic Scores 

 

This section examines the effect of interlocutor type (chatbot vs. human) on examinees’ fluency and holistic 

performance scores using MFRM analysis. Overall, the results reveal that interlocutor type significantly influenced 

fluency scores, with human interlocutors associated with lower fluency performance. However, no substantial 

effect was found for holistic scores, suggesting that overall performance ratings remained stable across interaction 

modes. 
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4.2.1 Descriptive statistics 

Table 6 presents descriptive statistics for examinees’ fluency and holistic scores across task topics. For fluency 

scores, the mean ranged from 5.68 (Parenting) to 6.71 (Gift), with standard deviations ranging from 2.28 (Gift) to 

2.65 (Immigration). For holistic scores, the mean ranged from 3.89 (Parenting) to 5.06 (Gift), with standard 

deviations between 2.46 (Sport) and 2.62 (Immigration). Skewness and kurtosis values ranged from –0.52 (kurtosis 

for fluency scores on Immigration) to 1.33 (skewness for holistic scores on Sport), all within the acceptable range 

of ±2.00 (Bachman 2004). These results suggest that the ratings were approximately normally distributed. 
 

Table 6. Descriptive Statistics of Fluency and Holistic Scores across Topics (N = 32) 

Scores Interlocutor Tasks Min Max Mean SD Skewness Kurtosis 

Fluency 

Chatbot Q1-1. Sport  1.46 11.67 6.40 2.42 0.37 0.43 

Q1-2. Parenting  0.47 10.18 5.68 2.42 0.16 –0.38 

Human Q2-1. Gift 3.04 12.62 6.71 2.28 0.63 0.39 

Q2-2. Immigration  1.43 11.77 6.01 2.65 0.14 –0.52 

Holistic 

Chatbot Q1-1. Sport  1.40 10.59 4.08 2.46 1.33 0.97 

Q1-2. Parenting  1.40 9.88 3.89 2.51 1.32 0.48 

Human Q2-1. Gift 1.82 11.59 5.06 2.48 1.02 0.71 

Q2-2. Immigration  1.43 10.58 4.45 2.62 0.76 –0.46 

Note. Min: Minimum, Max: Maximum, SD: Standard Deviation. 

 

4.2.2 Main effects of fluency scores by interlocutor type 
 

Table 7 presents summary Rasch statistics from the rating scale model applied to fluency scores. The mean 

fluency score for examinees was 0.03 logits, with rater severity, task difficulty, and interlocutor difficulty centered 

at zero. The infit and outfit mean-square values for examinees, raters, tasks, and interlocutor type ranged from 0.93 

to 0.96. These values fall within the acceptable range of 0.5 to 1.5 (Linacre 2014), indicating a good fit of the 

model to the data. For examinee measures, the separation ratio (G = 4.54) and strata index (H = 6.38) suggest that 

the assessment could statistically distinguish between more than five proficiency levels (Linacre 2014). In contrast, 

the separation index (G = 1.96) and strata (H = 2.95) for interlocutor type indicate a meaningful difference in 

difficulty between the chatbot and human interlocutor conditions. Within the MFRM framework, difficulty refers 

to the extent to which a given condition makes achieving a particular score more challenging. A higher difficulty 

level means that—after accounting for rater severity and task complexity—test-takers tend to receive lower scores 

under that condition. 
 

Table 7. Rasch Measurement Summary Statistics of Fluency Scores 

Statistic Examinees Raters Topics Interlocutor Type 

Measures     

   Mean (SE) 0.03 (0.27) 0.00 (0.07) 0.00 (0.09) 0.00 (0.07) 

   RMSE 0.27 0.07 0.07 0.07 

   Adjusted (True) SD 1.21 0.35 0.08 0.08 

Infit MS     

   Mean 0.93 0.95 0.95 0.95 

Outfit MS     

   Mean 0.96 0.96 0.96 0.96 

Separation (G) 4.54 5.25 2.07 1.96 

Strata (H) 6.38 7.34 3.10 2.95 

Separation reliability .95 .97 .81 .79 

Note. Raters, tasks, and interlocutor type were centered at zero. 
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Table 8 presents the rating scale difficulty estimates (and standard errors) in centered logits for the two 

interlocutor types: a voice chatbot and a human interlocutor. The infit and outfit mean-square values, ranging from 

0.84 (infit for the chatbot) to 1.07 (infit/outfit for the human), indicate a good fit to the measurement model. A 

fixed chi-square test (χ2 = 4.8, df = 1, p = .03), significant at α = .05, suggests that the difficulty levels associated 

with the two interlocutor types are statistically different. The sample separation index (G = 1.96) and strata (H = 

2.95), with a reliability of .79 (see Table 7), further support the presence of two distinct difficulty levels. Given 

that this reliability approaches the conventional .80 threshold, it can be concluded that—after controlling for rater 

severity and task complexity—interacting with a human interlocutor presents a significantly higher level of 

difficulty for achieving fluency scores than interacting with a chatbot. 

 

Table 8. Interlocutor Type and Infit and Outfit Mean-squares in Fluency Scores 

Interlocutor Type Measures (logits) SE Infit Mean-square Outfit Mean-square 

Chatbot –0.10 0.07 0.84 0.84 

Human 0.10 0.07 1.07 1.07 

 

4.2.3 Main effects of holistic scores by interlocutor type 

 

Table 9 presents summary Rasch statistics from the rating scale model applied to holistic scores. The mean 

proficiency score for examinees was 1.11 logits, while rater severity, task difficulty, and interlocutor difficulty 

were each centered at zero. The infit and outfit mean-square values for examinees, raters, tasks, and interlocutor 

type ranged from 0.95 to 1.05, all within the acceptable range of 0.5 to 1.5 (Linacre 2014), indicating successful 

estimation. The examinee separation ratio (G = 4.43) and strata index (H = 6.24) suggest that the assessment could 

reliably distinguish among more than five proficiency levels (Linacre 2014). In contrast, the interlocutor type 

separation ratio (G = 0.14) and strata index (H = 0.52) indicate no meaningful difference in difficulty between the 

two interlocutor conditions. 

 

Table 9. Rasch Measurement Summary Statistics of Holistic Scores 

Statistic Examinees Raters Topics Interlocutor Type 

Measures     

   Mean (SE) 1.11 (0.29) 0.00 (0.07) 0.00 (0.10) 0.00 (0.07) 

   RMSE 0.29 0.07 0.10 0.07 

   Adjusted (True) SD 1.28 0.84 0.11 0.00 

Infit MS     

   Mean 0.95 1.05 1.00 1.00 

Outfit MS     

   Mean 0.96 0.96 0.96 0.96 

Separation (G) 4.43 11.62 1.13 0.14 

Strata (H) 6.24 15.83 1.83 0.52 

Separation reliability .95 .99 .56 .02 

Note. Raters, tasks, and interlocutor type were centered at zero. 

 

Table 10 presents the rating scale difficulty estimates (and standard errors) in centered logits for holistic scores 

across the two interlocutor types: a voice chatbot and a human interlocutor. The infit and outfit mean-square values, 

ranging from 0.94 (outfit for the chatbot) to 1.05 (infit for the human), fall within the acceptable range and align 

with expectations of the measurement model. A non-significant fixed chi-square test (χ2 = 1.00, df = 1, p = .31), 

failed to reject the null hypothesis, indicating no statistically significant difference in difficulty between the two 
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interlocutor types. Additionally, the low separation index (G = 0.14) and strata (H = 0.52), with a reliability of .02 

(see Table 9), indicate that the chatbot and human interlocutor did not differ meaningfully in difficulty once rater 

severity and task complexity were accounted for. 

 

Table 10. Interlocutor Type and Infit and Outfit Mean-squares in Holistic Scores 

Interlocutor Type Measures (logits) SE Infit Mean-square Outfit Mean-square 

Chatbot –0.05 0.07 0.95 0.94 

Human 0.05 0.07 1.05 0.98 

 

In summary, the MFRM analysis of fluency scores reveals two distinct difficulty levels associated with the 

interlocutor types: human and chatbot. Conversely, the MFRM analysis of holistic scores indicates that the two 

interlocutor types posed comparable levels of difficulty. These findings suggest that examinees’ fluency scores 

were influenced by interlocutor type, whereas their holistic scores remained largely stable across interaction modes. 

 

 

5. Discussion 

 

5.1 Effects of Interlocutor Type on Fluency Measures 

 

Ockey and Li (2015) proposed an assessment framework for oral communication in which interlocutors’ 

personal characteristics are considered one of several key elements—alongside raters, rating criteria, technological 

aspects, and examinees’ oral communication abilities—that jointly influence test scores. According to this 

framework, these components can affect both the scores assigned and examinee performance, which should be 

reflected in the linguistic features of examinees’ output. In the present study, among the temporal measures 

examined, speech rate and articulation rate were influenced primarily by task complexity, whereas phonation-time 

ratio was affected by both task complexity and interlocutor type. Variations in speech rate and articulation rate, 

both of which depend on the quantity of syllables produced within a given time frame, may arise from differences 

in cognitive load (Mora et al. 2024), thereby impacting examinees’ temporal speech patterns during the limited 

speaking period. However, this finding contrasts with findings from Won (2020), who reported that task 

complexity influenced phonation-time ratio but not speech rate or articulation rate among international students. 

This discrepancy may stem from differences in examinee populations, task design, or interlocutor behavior across 

studies. 

The observed variation in phonation-time ratio by task complexity likely reflects examinees’ additional planning 

time in response to cognitively demanding tasks. More complex tasks appear to elicit longer silent or preparatory 

periods before initiating speech, aligning with the view that higher cognitive load increases pre-speech planning. 

Moreover, the influence of interlocutor type on phonation-time ratio suggests that the nature of the conversational 

partner (human vs. chatbot) shapes not only content production but also temporal fluency patterns. This supports 

prior findings that AI-mediated conversations evoke different cognitive and affective responses compared to 

human interaction (Azizimajd 2023, Han 2020, Wang et al. 2024). 

Regarding dysfluency measures, repairs per AS-unit, filled pauses per AS-unit, and total preparation time were 

significantly influenced by task complexity, while warm-up preparation time was affected by interlocutor type. 

Although task complexity had a stronger overall effect, the sensitivity of warm-up preparation time to interlocutor 

type deserves special attention. Examinees tended to produce more initial filled pauses (e.g., “uh,” “um”) before 
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substantive responses when interacting with human interlocutors—a phenomenon less prominent during chatbot 

interactions. This pattern reflects the communicative role of filled pauses in natural conversations, especially when 

visual social cues such as eye contact are present (Kosmala 2022). Thus, the shorter warm-up preparation times 

observed with human interlocutors may reflect examinees’ readiness to engage in socially contingent interaction, 

where visual cues and turn-taking expectations prompt earlier speech initiation. In contrast, the longer preparation 

times with chatbots likely stem from the absence of dynamic social feedback, reducing pressure to respond 

promptly and allowing more time for internal planning. Additionally, because filled pauses are typically counted 

as a single syllable, they may inflate the phonation-time ratio more than other temporal measures such as speech 

rate or articulation rate—potentially explaining the observed interaction between phonation-time ratio and 

interlocutor type. 

These results support the view that spoken fluency is co-constructed by both participants in a conversation 

(Lazaraton 1996, Peltonen 2022, Sato 2014, Wilson and Wilson 2005). Human interlocutors often provide subtle 

social cues, such as backchannels and gaze, that facilitate smoother speech onset and turn-taking. The “chameleon 

effect” in social psychology illustrates how individuals naturally mimic their interlocutor’s gestures and speech 

patterns, fostering smoother conversational exchanges (Chartrand and Bargh 1999). Empirical studies have 

demonstrated that interpersonal mimicry between interlocutors facilitates the smoothness of interactions and 

enhances the establishment of rapport (Chartrand and Bargh 1999, Kennedy et al. 2024, Lakin et al. 2003). In 

contrast, the static, less adaptive nature of AI chatbots, characterized by limited paralinguistic feedback, may 

introduce interactional uncertainty at speech initiation, resulting in longer pauses and fragmented speech. This 

interpretation is supported by earlier studies indicating that while chatbots can elicit ratable speech samples, they 

often lack the interactional naturalness that characterizes human-to-human communication (García Laborda et al. 

2024, Hill et al. 2015, Huang et al. 2022, Wu et al. 2025). 

Overall, the results suggest that speaking fluency is shaped not only by cognitive load and task design but also 

by the interactive affordances and social dynamics created by different types of interlocutors. As such, AI-

mediated speaking assessments must account for potential interlocutor effects on both temporal fluency and 

dysfluency dimensions to ensure valid interpretation of examinee performance. 

 

5.2 Effects of Interlocutor Type on Fluency and Holistic Scoring 

 

This study found that interlocutor type significantly influenced fluency scores, with examinees producing higher 

fluency scores when interacting with a chatbot compared to a human interlocutor. A plausible explanation, 

supported by previous research, is that interacting with a chatbot reduces social pressure, cognitive load, and 

anxiety, thereby facilitating smoother and more fluent speech production (Fryer and Carpenter 2006, Hsu et al. 

2023, Jeon and Lee 2024). This finding aligns with studies suggesting that chatbot-mediated interactions can create 

a lower-stress environment, encouraging more fluid and rapid language production (Azizimajd 2023, Han 2020, 

Wang et al. 2024). 

Additionally, as Ockey and Chukharev-Hudilainen (2021) pointed out, the use of a standardized computer 

interlocutor may provide a more uniform testing environment, reducing variability caused by interlocutor 

differences. In contrast, face-to-face interactions often impose additional demands on speakers, such as managing 

social cues, turn-taking, and interpreting non-verbal signals (Clark 2002, McNamara and Lumley 1997), which 

may inhibit spontaneous language production. These dynamic interactional demands may increase cognitive 

burden, thereby reducing fluency during human-mediated interviews. Furthermore, the predictable and structured 

nature of chatbot prompts, without unexpected conversational moves, may make it easier for test-takers to 
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formulate responses quickly compared to the more varied demands typical of human interlocutors (Ockey and 

Chukharev-Hudilainen 2021). Such task predictability likely reduces planning demands and allows examinees to 

maintain speech continuity without needing to adjust to shifting conversational dynamics (García Laborda et al. 

2024, Hill et al. 2015). 

The findings of this study partially support the notion that the nature of the interlocutor can influence L2 

speakers’ performance, as evidenced by statistically significant differences in fluency measures across varying 

task complexities and interlocutor types. Specifically, fluency scores suggest that examinees performed more 

favorably when interacting with a chatbot than with a human interlocutor. This pattern aligns with recent research 

indicating that technological mediation can buffer speakers against real-time anxiety triggers that often disrupt 

fluency (Huang et al. 2022, Wu et al. 2025). However, these results contrast with those of Ockey and Chukharev-

Hudilainen (2021), who found higher ratings for interactional competence in interviews with human 

interlocutors—suggesting that while human interlocutors may better elicit complex interactive behaviors, they do 

not necessarily promote more fluent speech. Notably, their studies emphasized interactional competence rather 

than temporal fluency, which may account for the differing outcomes. Taken together, this divergence highlights 

that distinct aspects of speaking proficiency (e.g., fluency vs. interactional competence) may be differentially 

affected by interlocutor type. 

In contrast, when considering holistic scores, the results indicate no statistically significant effect of interlocutor 

type. This absence of statistical significance may reflect minimal or negligible differences in overall linguistic 

output attributable to interlocutor type, and/or the possibility that raters subconsciously adjust their evaluations to 

compensate for fluency variations depending on the interlocutor. Such rater adaptations are plausible given the 

complex, integrative nature of holistic scoring, which often balances multiple linguistic features beyond surface 

fluency alone. In this study, the latter explanation appears more plausible, given the observed significant 

differences in phonation-time ratio and warm-up preparation time across interlocutor types. Thus, it appears that 

interlocutor type directly affects specific fluency features and fluency scores, while raters may make adjustments 

during holistic scoring to account for these variations. This interpretation aligns with previous findings (e.g., Won 

and Kim 2023) on lexico-grammatical rating adjustments, where raters were found to integrate multiple linguistic 

signals and modify their severity to maintain perceived fairness. Such rater flexibility suggests that human raters 

are sensitive to contextual factors and strive to preserve score validity across different interactional conditions. 

Because fluency scoring focuses narrowly on measurable features (e.g., speech rate, preparation time), whereas 

holistic scoring considers broader communicative competence, raters may be more likely to consciously or 

unconsciously compensate for interlocutor-driven differences in the holistic rating process. 

In sum, the findings of this study indicate that for holistic scores, there is no significant difference in perceived 

task difficulty between chatbot and human interlocutors. Consequently, oral proficiency interviews using chatbot 

interlocutors could serve as a viable alternative to human-led interviews for holistic proficiency assessment. 

Nevertheless, this does not imply that interlocutor type has no influence on examinee performance overall, as 

evidenced by differences in fluency features and fluency scores. The evidence also cautions that chatbot use may 

selectively favor certain speaking dimensions (e.g., fluency) while underserving others (e.g., interactional 

competence), depending on assessment goals (Ockey et al. 2023). Moreover, the differences observed suggest 

important considerations for test fairness and validity. While chatbots offer advantages in standardization and 

practical scalability, they may also limit opportunities for natural co-constructed interaction, which is critical if 

interactional competence is an intended target of assessment. Factors such as assessment criteria and rater training 

could also influence holistic scoring outcomes, particularly when varying interlocutor characteristics are involved, 

as emphasized in prior research (Chartrand and Bargh 1999, Clark 2002, Lazaraton 1996, McNamara and Lumley 
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1997, Morton et al. 1997, Song 2017, Wilson and Wilson 2005). Therefore, careful design of assessment 

frameworks and rater calibration procedures is essential to ensure that chatbot-mediated interviews uphold 

standards of validity, reliability, and fairness. 

 

 

6. Conclusion and Implications 

 

This study investigated oral communication assessments featuring both a chatbot and a human interlocutor, with 

particular emphasis on temporal and dysfluency measures. The findings revealed notable differences in fluency 

measures across various interview scenarios. In terms of fluency scoring, distinct proficiency levels were observed 

among examinees when interacting with different interlocutor types, indicating varying levels of perceived 

difficulty depending on whether the interlocutor was human or AI-based. However, no significant differences 

emerged in holistic scores, suggesting that while interlocutor type significantly affected specific fluency-related 

features, it did not broadly influence raters’ overall judgments of communicative competence. These results 

highlight the differing impacts of interlocutor type on fluency versus holistic scoring processes. 

From a theoretical perspective, this study provides evidence that interlocutor type can influence raters’ 

interpretations of rating scales in oral proficiency interviews. This outcome supports Ockey and Li’s (2015) oral 

communication assessment model, which posits that interlocutor characteristics may interact with raters, 

potentially altering their rating severity for speaking performances. Such an interaction suggests that raters may 

apply rating scales differently depending on the nature of the interlocutor, particularly when assessing narrowly 

defined linguistic features such as fluency. 

From a practical standpoint, the findings underscore both the potential and limitations of substituting human 

interlocutors with chatbot interlocutors—particularly in specific assessment contexts where fluency is the primary 

focus, such as low-stakes speaking practice tests, automated placement tests, or formative assessments 

emphasizing speed and fluency. In these contexts, chatbot-mediated interviews may offer reliable, scalable 

alternatives to human-led interviews without significantly compromising assessment validity. However, in high-

stakes holistic speaking tests—where broader dimensions of communicative competence, including interactional 

competence and pragmatic appropriateness, are critical—greater caution is warranted when relying solely on 

chatbots. 

Based on these findings, several practical recommendations emerge: chatbot interactions should be designed to 

more closely approximate human conversational dynamics (e.g., through backchanneling or varied prompting 

strategies) if the test construct assumes human interaction; raters should receive targeted training to recognize and 

adjust for performance differences stemming from interlocutor type, especially if human raters are involved while 

AI-chatbots serve as interlocutors; and hybrid assessment models, incorporating both chatbot- and human-

mediated components, may be appropriate for high-stakes speaking tests to balance efficiency with authenticity. 

To deepen understanding of these issues, future research should examine how chatbot and human interlocutors 

differentially influence a broader range of linguistic constructs beyond fluency, including interactional and 

pragmatic skills. Future studies should also include more diverse participant populations and employ advanced 

statistical models capable of controlling for a wide variety of extraneous variables, thereby producing more 

generalizable insights into the effects of interlocutor type on oral communication performance. As automated 

speaking tests continue to expand, careful attention to interlocutor effects will be essential to ensuring valid, fair, 

and effective evaluations of learners’ communicative abilities. 
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Appendix A. Interview Prompts for the Study 

Interlocutors Topics (Style; Complexity) Prompts 

Chatbot 

Q1-1. Sport  

(Descriptive; Low Complexity) 

What was your favorite sport when you were a high school student?  

For what reasons did you love to play the sport? 

Please rephrase what you just said by using past tense verbs, such as 

“loved”, “played”, and “went”. 

Q1-2. Parenting  

(Hypothetical; High Complexity) 

What would happen if children never learned from their parents what 

is good and what is bad?  

Could you rephrase what you just said by using conditional “if” and 

modal verb “would”? 

Please rephrase what you have said by using one of the “if 

conditionals” below:  

A: if the weather improved, we could go for a walk. (It is not likely 

that the weather will improve.)  

B: If the weather had improved, we could have gone for a walk. (The 

weather did not improve—fine weather is therefore an impossible 

condition) 

Human 

Q2-1. Gift  

(Descriptive; Low Complexity) 

Describe the best gift you have ever received.  

Q2-2. Immigration (Hypothetical; 

High Complexity) 

What would happen if people were allowed to immigrate freely to any 

country?  

 

Appendix B. Scoring Rubric 

Table B.1 Holistic Scoring Rubric 

Level Score Description 

Excellent 13 
Communication is like that of an educated N-American native speaker; always fluent 

& effective; no effort needed to understand. 

Very Strong 11-12 
Communication is fairly close to that of an educated N-American native speaker; 

always fluent & effective; little effort needed to understand. 

Strong 9-10 
Communication is generally effective; fluent most of the time; performance slightly 

weakens with more complicated topics and tasks; little effort needed to understand. 

Adequate 7-8 

Communication is fairly effective; fluent most of the time; cannot sustain performance 

with more complicated topics and tasks; is able to compensate for the limited aspects 

of communication; some effort needed to understand. 

Limited 5-6 
Communication somewhat effective; speaker expresses ideas freely, but has problems 

that impede communication; more effort needed to understand. 

Very Limited 3-4 
Some communication takes place, but speaker struggles to express ideas and/or has 

significant communication problems that make it difficult for listener to understand. 

Poor 1-2 
Communication generally ineffective; multiple significant problems exhibited; much 

effort needed to understand. 

Not competent 0 Totally ineffective communication; listener can only catch a few words. 
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Table B.2 Fluency Scoring Rubric 

Level Score Description 

Excellent 13 Native-like delivery 

Very Strong 11-12 
Effective pace; smooth delivery & fluency, with good use of English rhythm & focal 

stress to highlight meaning. 

Strong 9-10 Delivery at a fair pace; fluency generally smooth & with good rhythm.  

Adequate 7-8 
Delivery at a fair pace; fluency often smooth & with good rhythm, but occasionally 

choppy or too even. 

Limited 5-6 
Delivery may be overly slow or fast; fluency with choppy flow, or very even rhythm, 

or word by word at times, or inappropriate intonation patterns. 

Very Limited 3-4 Pace is often slow because of halting fluency with hesitations and/or repetitions. 

Poor 1-2 
Inappropriate pace may significantly interfere; broken fluency because of pauses, 

hesitations, & false starts. 

Not competent 0 Not fluent; pace of delivery severely interferes. 

 

Appendix C. Summary of Temporal and Dysfluency Measures Used in the Study 

Category Fluency Measure Operational Definition 

Temporal 

Measures 

Speech Rate 

• Speech rate is calculated by dividing the total number of syllables by the 

total duration of the utterance (Riggenbach 1991). 

Number of Syllables / Total Utterance Duration (in seconds) 

Articulation Rate 

• Articulation rate is calculated by dividing the number of syllables by the 

actual speaking time, excluding pauses. It reflects the speed of producing 

speech segments and excludes hesitations and emotional expressions, 

unlike speech rate, which includes them (Jacewicz et al. 2009). 

Number of Syllables / Speaking Time (in seconds) 

Phonation-Time Ratio 

• Phonation-time ratio represents the proportion of actual speaking time 

relative to the total time allotted for the utterance (Towell 2002). 

Speaking Time / Total Utterance Duration (in seconds) 

Mean Length of Utterance 

• Mean length of utterance is determined by averaging the number of 

syllables between pauses of at least 0.25 seconds, which are considered 

reliable indicators of speech run boundaries (Towell et al. 1996). 

Number of Syllables / Number of Utterances  

Dysfluency 

Markers 

Repairs per AS-unit 

• Repairs per AS-unit is calculated by dividing the number of self-repairs, 

such as repetitions or reformulations, by the number of AS-units. 

Number of Repairs / Number of AS-unit 

Filled Pauses per AS-unit 

• Filled pauses per AS-unit is measured by dividing the number of filled 

pauses (e.g., “uh,” “um”) by the number of AS-units. 

Number of Filled Pauses / Number of AS-unit 

Warm-up Preparation Time  
• Warm-up preparation time refers to the duration (in seconds) from the end 

of the interlocutor’s prompt to the examinee’s first filled pause. 

Total Preparation Time 
• Total preparation time refers to the duration (in seconds) from the end of 

the interlocutor’s prompt to the examinee’s first content-bearing response. 

Note. An AS-unit is a grammatical construct that includes an independent clause and any subordinate clauses (Foster et al. 

2000). The AS-unit is more suitable than the T-unit or c-unit for analyzing spoken data (Foster et al. 2000, Norris and Ortega 

2009, Plough et al. 2010). 

 

 

Examples in: English 

Applicable Languages: English 

Applicable Level: Elementary 


	Investigating the Impact of Interlocutor Type on English Oral Proficiency Interviews: A Comparative Analysis of Chatbot and Human Interlocutors
	ABSTRACT
	1. Introduction
	2. Literature Review
	3. Method
	4. Results
	5. Discussion
	6. Conclusion and Implications
	References




